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Carbon Cost for a Server? Dell, Lenovo, HPE



Carbon Cost for a Server? Dell Server R840



Carbon Cost for a Server? Dell Server R840

1 Dell Server R840
HWs: 4 CPUs, 128 GB RAM, 4 TB HDD
Product lifetime: 4 year
Total environmental impact / carbon cost?

https://i.dell.com/sites/csdocuments/corpcomm_docs/en/carbon-footprint-poweredge-r840.pdf

18 acres of US forests can
absorb in a year
How large?

Recycling/Disposal
4

https://i.dell.com/sites/csdocuments/corpcomm_docs/en/carbon-footprint-poweredge-r840.pdf




Carbon Cost for a Server?

1 Dell Server R840
HWs: 4 CPUs, 128 GB RAM, 4 TB HDD
Product lifetime: 4 year
Total environmental impact / carbon cost?

https://i.dell.com/sites/csdocuments/corpcomm_docs/en/carbon-footprint-poweredge-r840.pdf

18 acres of US forests can
absorb in a year
How large? 18 Crowne Plaza
Hotel

Recycling/Disposal
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Carbon Cost for a Server?

https://www.usitc.gov/publications/332/executive_briefings/ebot_data_centers_around_the_world.pdf
https://www.epa.gov/energy/greenhouse-gas-equivalencies-calculator

More than 100 million data centers servers in
US, estimated* in 2021
Total carbon impact?
1.8 billion acres of forests absorb in a year
ó0.74 total U.S. land
ó1.28 Amazon rainforest

MORE: data center & edge servers, laptop/PC, cellphone,
IoT, wearables, analog/mixed-signal, emerging devices,…

Improve Carbon Cost Efficiency is the Key:

Ø Improve Carbon Cost Efficiency in Operational Phase
Ø Improve Carbon Cost Efficiency in Manufacturing Phase

Manufacturing + Operational
> 95% Total Carbon
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Carbon Cost for a GPU? => Missing Report???



Answer: SCARIF, open-source tool to report embodied carbon cost for servers
with accelerator hardware (GPUs, FPGAs, etc.)

SCAN ME
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SCARIF: overview

< --DRAM_size
--SSD_size
--HDD_size
--Year 
--CPU_core >

Acc chip carbon

SCARIF database Server carbon cost
without accelerators

Statistic model

SCARIF ModelingSCARIF Input SCARIF Output

Server carbon cost
with acceleratorsGreenChip, ACT

Required:
Server Config.   

Optional:
Acc Config.

[ --acc_die_size
--acc_tech_node]
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Existing tool, ACT, vs Vendor Report
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☹

In the domain of servers,
existing tool gives incompatible 
results with reports from the 
hardware vendors



https://github.com/alugupta/ACT

Existing tool, ACT, vs Vendor Report
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ACT vs. SCARIF vs. Vendor Report

Challenges: Solutions:
• Existing, bottom-up methods are hard to 

consider the ‘peripheral’ components
• Collect and analysis the reports from vendors
• Build a statistic model for analysis

• Lack of reports about Accelerators • Scaling up the chip-level cost to 
server-level
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😀
SCARIF mitigates 
this huge gap
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In-depth Analysis for Dell R740

ACT estimation tool ! Dell’s Report "

1890.7 
𝐾𝑔𝐶𝑂"𝑒

4280.7
𝐾𝑔𝐶𝑂"𝑒

!https://github.com/facebookresearch/ACT
"https://www.delltechnologies.com/asset/en-us/products/servers/technical-support/Full_LCA_Dell_R740.pdf

whole server whole server

😕?Roughly 2x gap, looks good…?
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In-depth Analysis for Dell R740

ACT estimation tool Dell’s Report

23

1477

63

328

175

3373

64

592

76

CPU: total #cores 44 Main board

SSD1: 30.72TB

SSD2: 400 GB

DRAM: 384 GB

SSD1

SSD2

Printed wiring boards(PWB): 
Mixed boards

Others
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In-depth Analysis for Dell R740

ACT estimation tool Dell’s Report

23

328

175

591.8

76

CPU

Main board

DRAM

PWB: Mixed boards

Others: chassis, fans, power supply units(PSU)

47

109

19

CPU

Mainboard PWB

Connectors, transport 
to assembly

532 DRAM

62 Other parts: Riser card, 
Ethernet card, HDD 
controller, …

☹
‘peripheral’ 
parts are not 
considered
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In-depth Analysis for Dell R740

ACT estimation tool Dell’s Report

23

63

175

64

76.5

CPU: total #cores 44 Main board

SSD2: 400 GB

DRAM: 32 GB

SSD2

Printed wiring boards(PWB): 
Mixed boards

Others

Another Setup with smaller DRAM and less SSD disks

27 106

☹
The gap is bigger

!
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In-depth Analysis for Dell R740

ACT escmacon tool Dell’s Report

23

63

175

64

76.5

Main board

SSD2: 400 GB

DRAM: 32 GB

SSD2

Printed wiring boards(PWB): 
Mixed boards

Others

A 3rd setup with GPU

27 106

☹
There’s no reports about the GPUs

!

1x Nvidia V100 GPU 14 ???

CPU: total #cores 44 
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SCARIF SoluFons: A Data-Driven Approach 

Challenges: Solutions:
• Existing, bottom-up methods are hard to 

consider the ‘peripheral’ components
• Collect and analysis the reports from vendors
• Build a statistic model for analysis

• Lack of reports about Accelerators • Scaling up the chip-level cost to 
server-level
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😀
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SCARIF: Modeling on Servers

Embodied cost 

#CPU Core

DRAM Size

SSD Size

HDD Size

Year

𝐾!

𝐾"

𝐾#

𝐾$

𝐾%

+

D: hyper-parameter

Mainstream Server 
vendor reports:
Dell, HP, Lenovo
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SCARIF: Validation Across Vendors

• Extract features on HP’s reports:
• Transfer to Dell’s Reports: average error < 0.15 standard deviation (std) from the vendor
• Transfer to Lenovo’s Reports: average error < 0.5 std

Server Index

C
ar

bo
n 

C
os

t (
𝐾
𝑔𝐶
𝑂 "
𝑒)
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SCARIF: Modeling on Servers with Accelerators

• Basic assumption: the CPU-related part(chip + peripheral) shares the 
same pattern as the accelerator-related part (chip + peripheral).

Accelerator 
die size

Accelerator 
technology node

𝐶ℎ𝑖𝑝(𝐴𝑐𝑐) 𝐶ℎ𝑖𝑝(𝐶𝑃𝑈) 𝑆𝑦𝑠(𝐶𝑃𝑈)

𝑆𝑦𝑠(𝐴𝑐𝑐)
𝐶ℎ𝑖𝑝(𝐴𝑐𝑐)

=
𝑆𝑦𝑠(𝐶𝑃𝑈)
𝐶ℎ𝑖𝑝(𝐶𝑃𝑈

𝑆𝑦𝑠(𝐴𝑐𝑐)
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Analysis from SCARIF: Break-Even Analysis

• Research question: Is it worthwhile to pay additional embodied costs to upgrade servers for 
better energy efficiency? Which one can reduce overall carbon cost

• Experiment setup

• System 1: 2017 server + 2017 GPU
• 2x Xeon 8180 CPU
• 64 GB DDR4 Memory
• 1 TB HDD
• Nvidia V100 GPU

• System 2: 2020 server + 2020 GPU
• 2x Xeon 8375 CPU
• 64 GB DDR4 Memory
• 1 TB HDD
• Nvidia A100 GPU

• Application:
• DeiT-T model inference
• System 1 runs at 100% utilization
• System 2 runs at 62.2% utilization

• Carbon intensity

State AZ CA TX NY

Carbon intensity
(𝐾𝑔𝐶𝑂"𝑒/𝑘𝑊ℎ)

0.395 0.234 0.438 0.188
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Analysis from SCARIF: Break-Even Analysis

0.E+3

2.E+3
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years

𝐾
𝑔𝐶
𝑂 "
𝑒

TX AZ CA NY

The embodied cost of 
system 2(2542 𝐾𝑔𝐶𝑂+𝑒)

System 2 uses less energy 
than system 1(save 1060 
kWh yearly)
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Analysis from SCARIF: Break-Even Analysis

0.E+3

2.E+3

4.E+3

6.E+3

-2.E+3

0 2 4 6 8 10 12 14
years

𝐾
𝑔𝐶
𝑂 "
𝑒

TX AZ CA NYBreakeven Time:
4.2 years (TX)
4.6 years (AZ)
7.8 years (CA)
9.8 years (NY)

Device may not reach 
the break-even fme 
in its lifefme
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