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CT image 
reconstruction

Denoising

Registration

Segmentation

Analysis

* New detection method w/improved accuracy

Workstation CPU, GPU platform FPGA, CPU platform

2010

18 hours
Single thread CPU

5 minutes
Single thread CPU

10 minutes
Single thread CPU

20 minutes
Single thread CPU

45 minutes
Single thread CPU

2013

20 minutes
FPGA acceleration on Convey

15 seconds
NVidia GPU

2 minutes
NVidia GPU

4 minutes
Multithread CPU

18 minutes
Multithread CPU

2015

6 minutes
4 Virtex-6 FPGAs on Convey w/data reuse

3 seconds
Core i7 Haswell, OpenMP, stencils

30 seconds
Core i7 Haswell, OpenMP, stencils

1 minute
Core i7 Haswell, OpenMP, stencils

5 minutes*
Core i7 Haswell, OpenMP

Server-Level Customization

Example #1: 

Accelerating 

medical image 

processing

Runtime Resource Management for 
Customizable Heterogeneous Datacenters

MapReduce Spark MPI

Node Node

Cluster	Resource	Manager	(Mesos/Yarn)

acc acc

Mesos/Yarn Cluster	Acc Manager

Node	Acc Manager

acc acc

Node	Acc Manager

schedAssist

Node

schedAssist schedAssist

Distributed	File	System	(HDFS)

acc accaccacc
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Runtime Resource Management for 
Customizable Heterogeneous Datacenters

MapReduce Spark MPI

Node Node

Cluster Resource Manager (Mesos/Yarn)

…

acc acc

Mesos/Yarn Cluster Acc Manager

Node Acc Manager

… acc acc…

Node Acc Manager

schedAssist

Node

schedAssist schedAssist

Distributed File System (HDFS)

acc accaccacc

Jason Cong, Director, Center for Domain-Specific Computing

Customizable	Domain-Specific	Computing

Project Goal: This project looks	beyond	parallelization	and	focuses	on	domain-specific	customization	as	the	next	disruptive	technology	to	bring	orders-of-magnitude	

power-performance	efficiency	improvement	to	important	application	domains.

Programming & Mapping for 
Customizable Heterogeneous Architectures

WOCA
Write once, 
customize everywhere

Domain-specific applications

Programmer

Domain-specific programming model

(Domain-specific coordination graph and domain-specific language extensions)Application 

characteristics

CHP architecture 

models

Unified Adaptive Runtime system (Habanero-C)

maps tasks across CPU, GPU, and FPGA processors

CDSC-GR: Producer-

Consumer edges

(step 1) (step 2)[item]

CDSC-GR: Parent-Child 

edges

(step 1) (step 2)

Step code implemented 

using Habanero-C, CUDA, 

OpenCL, C, C++, Matlab, 

Python

Step code implemented 

using embedded Stencil 

DSL in Matlab/C program

Static Analysis

Abstract execution

data types, custom 

instruction patterns, 

accelerator opportunities, 

vector parallelism, task 

parallelism, data access 

patterns, …

CHP Mapper

Performance 

feedback

* CDSC-GR: CDSC intermediate graph representation

CDSC	website: http://cdsc.ucla.edu/

Saday Sadayappan, lead at Ohio State Univ.
Vivek Sarkar, lead at Rice Univ.  (now at Georgia Tech University)
Tim Cheng, lead at UC Santa Barbara (now at HKUST)

1

Chip-Level Customization
Accelerator-Rich Architectures (ARA)

FPGA Accelerated flow

Whole-genome	genome	pipeline	in	4.6	hrs ;	whole	exome	pipeline	in	28	mins

>35x	speedup	!!!

[SOCC	16]

>35x	speedup	!!!

[DAC	14]

[FCCM	14]
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Inference: A feedforward computation
Example #2 Caffeine:
our hardware and 

software co-designed

CNN/DNN library with a 

unified representation for 

convolutional and fully 

connected layers. 

43.5x and 1.5x energy 

gains over a 12-core 

CPU and K40 GPU using 

a medium-sized FPGA

Convolutional Neural Network (CNN)

input image feature maps feature maps feature maps feature maps
output 

category

Inference: A feedforward computation
Example Caffeine:
our hardware a

software c -designe

CNN/DNN librar wit a 

unified representation for

convolutional and full

connected layers

a ener

gains over a -core

CPU and K40 GPU usi

a medium-sized FPGA[ICCAD	16]

[DAC	16]

Falcon	Website:	https://www.falconcomputing.com/
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