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Project Goal: This project looks beyond parallelization and focuses on domain-specific customization as the next disruptive technology to bring orders-of-magnitude
power-performance efficiency improvement to important application domains.

Server-Level Customization

Chip-Level Customization Data-Center Level Customization
Accelerator-Rich Architectures (ARA) 2010 2013 201 Example: CDSC FPGA-Accelerated Cluster
;'ﬁ:i,'ﬁz,fcsa'sszw'th puffer N OCA  Adaptive L1 Cache - Address Translation CT image 18 hours 20 minutes 6 minutes = A 24-node cluster with FPGA-based accelerators  S¢#lé-up: FPGA
[DATE 12] : / \ l i [?Slj_hlilll_:%uﬁjer [RPCAT1] reconstruction Single thread CPU FPGA acceleration on Convey 4 Virtex-6 FPGAs on Convey w/data reuse acceleration
. ale-out: an in- ' cluster inside each node
slieiEElFE NOON000000000 Denoising 5 minutes 15 seconds 3 seconds dealp-ant anIm-aemory st
Mi|Ccl|||L2 | C| M OO00000000000000 Si idi i i Alpha Data board:
> |2 (22|22 > > OO0O00OO0OO00000000n mgIe thread CPU NVidia GPU Corei7 Haswell, OpenMP, stencils pna vata boara.
EIEREAEIERE:IE: o [ 1 spaster 1. Virtex 7 FPGA
clie| |1 || |2 00000000 00000000 P Stiee . . : : '
: OOOOOO0O00000000 Registration 10 minutes 2 minutes 30 seconds iver 2. 16GB on-board
SerConnecs EEEEENENEE — Single thread CPU~ NVidia GPU Core i7 Haswell, OpenMP, stencil ety ' CRE
SRR 11pCA 08 best paper] : K , _ ingle threa idia ore i7 Haswell, OpenMP, stencils 0T RAM
Fartial Cross! Hybrld N°9 [DAC 19] Segmentation 20 minutes 4 minutes 1 minute —— Each node:
2= =N : SRR Single thread CPU Multithread CPU Core i7 Haswell, OpenMP, stencils d’ 1. Two Xeon processors
==y Analysis 45 minutes 18 minutes 5 minutes® 2. One FPGA PCle card
B Sy (W —_——=— Single thread CPU ~ Multithread CPU Core i7 Haswell, OpenMP (Alpha Data)
o I I el Y el R B LI O O _ 3. 64 GBRAM
DMA Controller s/ Network ” 12 " Real-Time Adiptive Low-Dose CT-Scan Enabled by Customized Computing EXp erimental Platform - Convey 22 workers = S k: 4. 10GBE NIC
Mem Controller L2 Bank ABB Island ~ % . Image Reconstruction Two CPUs Four Virtex6 FPGAs 2 Pfg ' tation fr Kk
ARC. CHARM. CAMEL PF c c? Example #1: P —— = o\ gic;isﬁzgzzdc% 1p0u2?:1;’)ith _ : omputa U;I lﬂII;IE(:V{]l' t
; ; P ble A t . - o | O * In-memory MapReduce system
[DAC 12, ISLPED 12, DAC 14] bdcBck T Bk Composet Accelerating \Gi. | R . .
: ' Initial Low Dose Scan b
Now the full—system ARA simulator [JESTCS 12] mEdlcal. Image ag(t::len:tt;dbe;tﬁ;;tiwoi?h T | - HDFS
PARADE [ICCAD 15] is open source RF-interconnects improves DRAM BW I e conpend e il « Jhsenibiuted sinrage [DAC 16)
_— ¢ = framework
m ARA ' 4core [FCCM 14] _
. 30X 94X 130X 26X 38X 19X _TPGA CPUplafform -
Milestone
without agqflulfe{);r imaging 0012, | 1.9GHz, 32nm) 16 thrds 60 128 2 (1.0X)
s s oy OB | 28383 g * Whole-genome genome pipeline in 4.6 hrs ; whole exome pipeline in 28 mins
5 esla M2070 3X 216 thrds 5 235 04 33,
12 Clinical Interpretation Adaptive Diagnostic Scan ¢ Koo [ Health %?:%gg{s%}:‘%ﬁ? i 2‘3 — — (SfTXL
(2009, 100£\de, 40nm; BOPES | 000Xy 413X -~ | (269X) >3 5X SpeEd u p ! ! !
- input image feature maps feature maps feature maps feature maps output
= | | category Si]]glf'—]]ﬂ(lf' flow FPGA Accelerated flow
‘ - BWA-MEM: 10+ hours
-_—
4
' SAMtools Sort: 9+ hours
Example #2 Caffeine: : N\ Picard — Markdup.: 100+ hours
0 ~ our hardware and - it
= Z S s ks S < 7 2 S = = = software co-designed
= | 8| 5§ | 5| | g || & 2% |=|]5]|¢8 CNN/DNN library with a . m— —
2 g2 8 F & B2 7S . . Automation flow |
2 g xt = z > 7 s = ! & unified representation for ‘
~ of = S ’ = o' 5 e = convolutional and fully GAIK
e 7z E ::5' = connected layers.
= =
43.5x and 1.5x ener , . o
Medical Imaging Commercial Vision Navigation ains over a 12_C0regy | CEU formard || (GRU forward. | Data: 300 GB per sample ] o
%ZPU K40 GPU ac | Flow runtime: 7 davs Falcon Accelerated Genomics Pipeline: 4.6 hrs
an using Computation Optimization P . . :
[DAC 14] 2 medium-sized FPGA [ICCAD 16] | | Falcon Website: https://www.falconcomputing.com/

Runtime Resource Management for

Programming & Mapping for Customizable Heterogeneous Architectures
Customizable Heterogeneous Datacenters

Key Products/Outcomes

= Over 350 publications, including multiple best-paper awards and a book on “customizable
computing”
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o Domain-specific programming model
Appllcatlc.m _ (Domain-specific coordination graph and domain-specific language extensions)
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= A set of open-source software, including the CDSC mapper, PolyOpt, and CMOST compilation
tools, and Blaze runtime system for customizable heterogeneous computing;
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= Start-up Falcon Computing Solutions, Inc. which focuses on enabling customizable computing
in datacenters.
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= Engaged 28 high-school students for summer research with a highly diverse population,
including 50% female, 28% African American, and 25% Latinos
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" Refined and introduced multiple courses related to parallel and heterogeneous computing,
such as “Customizable computing for big-data applications” (CS259 at UCLA).

[SOCC 16]

CDSC website: http://cdsc.ucla.edu/


http://www.tcpdf.org

